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Scope: The coming decade will witness new and trans-
formative discoveries in the field of Universe and Mat-
ter ErUM, in particular thanks to the advent of large 
research infrastructures of the next generation. These 
facilities will cause an order of magnitude increase 
in the volume of measurement data that must be 
stored, managed and analyzed. Preparing for this data 
avalanche will therefore be the key to facilitating the 
scientific exploitation of the data and thus enabling 
fundamentally new insights. The pace of discovery is 
likely to even accelerate thanks to new approaches in 
machine learning and related technologies in Big Data 
Analytics.

Research in the field of ErUM brings together about 
8,400 scientists from German universities and 
research centers working on astrophysics, astropar-
ticle physics, hadron and nuclear physics, particle 
physics, accelerator research, as well as research with 
photons, neutrons and ion beams. Their scientific 
background originates in different disciplines, ranging 
from physics, chemistry, material sciences, biology to 
medicine. What unites ErUM scientists is research at 
leading national and international research facilities 
such as accelerators with their experiments and ob-
servatories. Researchers in Germany made numerous 
contributions to these infrastructures in particular also 
in terms of their computing and data analysis needs. 

Scientific progress is closely linked to the accessibili-
ty, optimal use and further development of these large 
research infrastructures. The facilities have always 
been designed at the limits of what is technologically 
feasible. They thus serve both scientific advancement 
and the investment in the future through the training 
of young scientists, engineers and technicians. To-
gether, the participating scientists shape the devel-
opments in science and technology, and at the same 
time the future perspectives of tomorrow’s technolog-
ical society.

Challenges and Opportunities: Beside the engineer-
ing challenges faced by these infrastructures, more 
and more data challenges are emerging as a limiting 
technological frontier. Using the facilities of the next 
decade will ultimately be determined by our capacity 
to read, reduce, analyze, process and mine the exa-
byte-scale data (1 exabyte = 1 million terabyte) readily 
and regularly produced by these facilities. Indeed, 

the data rates and associated computing needs of the 
next generation of national and international research 
facilities will outgrow the anticipated performance 
increase in the Information Technology sector, com-
monly dubbed as Moore’s law (the performance of a 
computer doubles every 18 months), even consider-
ing that software developments contribute a similar 
improvement factor.

Big data and the ability to manage the data avalanche 
will thus be a prerequisite for the scientific exploita-
tion of the next generation of research facilities, 
and thus for transformative or even disruptive new 
scientific discoveries. The development of innovative 
archiving and data curation methods combined with 
data-driven algorithms will play a decisive role in this 
endeavor. The latter form the language with which new 
scientific questions can be formulated and which are 
subsequently applied to data. These algorithms will 
be the key for acquiring new knowledge.  Theoretical 
work that flanks all experimental activities with funda-
mental calculations, modeling, and simulations will be 
of similar importance. Within this general context, Big 
Data Analytics will form a new paradigm of scientific 
research very much like the computational astrophys-
ics opened up new research avenues 60 years ago.

The transformational opportunities for new discov-
eries provided by Big Data and Big Data Analytics at 
large research facilities can only be exploited with 
transformational changes in the scientific landscape 
in Germany. These changes must occur in addition to 
the already existing framework and mesh-in on top of 
larger scale and more ground layer developments such 
as the overall National Research Data Infrastructure 
(NFDI) or the European Open Science Cloud (EOSC). 
New funding schemes are necessary to enable their 
development, thus enabling the exploitation of the 
full potential of data provided by the next generation 
facilities.

Measures: In a concerted effort by the research 
communities in ErUM research as represented by their 
respective eight committees, a coordinated action 
plan for the next 10 years detailing additional action 
areas has been devised over the past 18 months. We 
recommend a portfolio of measures that will be crucial 
to secure and further expand Germany’s strong posi-
tion in ErUM’s research areas in a highly competitive 
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international environment and that will allow research-
ers in Germany to make maximum use of national and 
international research infrastructure, in particular also 
those on the European Strategy Forum on Research 
Infrastructures (ESFRI).

These measures include substantial (‘beyond Moore’) 
upgrades in computing power, storage and network 
capabilities. Furthermore, long-term personnel needs 
to be trained and financed that will have considerable 
expertise in computer science as well as technical and 
domain knowledge in the ErUM fundamental research 
areas. In particular we see the need for action in the 
following areas:

 ∙ Federated infrastructures: Expansion of the fed-
erated infrastructure beyond Moore to enable the 
repeated processing, mining and archiving of data 
volumes in the exabyte range including the required 
high-throughput network infrastructure. 

 ∙ Integration of workflows to exploit infrastructures: 
Development of services and science-ready tools 
for an expanded federated infrastructure in order to 
support all demands specifically required for experi-
ments in ErUM. 

 ∙ Comprehensive management of research data: 
Design of the next-generation research data man-
agement, both for experimental and simulated data, 
enabling immediate usage and long-term, experi-
ment-independent use cases. 

 ∙ Modern Big Data Analytics in fundamental research: 
Integration of all aspects of modern Big Data Ana-
lytics and data mining into the successfully estab-
lished ErUM research groups addressing  experi-
enced as well as young emerging scientists.  

 ∙ Scientists’ integrated web working environment: 
Set-up of innovative web-based interfaces to allow 
scientists to fully concentrate on the discovery pro-
cess and the full exploitation of experiments and the 
data delivered by them. 

 ∙ Tenure-track programme knowledge in Digitization: 
Launch of a tenure-track programme to promote 
research and education by leadership in the areas of 
algorithms, data mining and computing models.

and finally,

 ∙ Partnership for Innovative Digitization: Establish-
ment of a grassroots-developed umbrella-partner-
ship of Innovative Digitization that will foster the 
exchange between scientists across all disciplines, 
prioritization of measures, and exploration of new 
avenues for pioneering projects.  This also includes 
training for and education of young scientists as well 
as regular workshops for specialists.

This portfolio of recommended measures is designed 
for broad impact and long-term success and will thus 
strengthen many areas in research and economy. 
Germany, like many other countries, faces the major 
challenge of efficiently adapting to a world driven by 
the new possibilities and opportunities of digitization. 
The success of this transition in research and devel-
opment will be a prerequisite for the efficient training 
of highly qualified personnel not only for the research 
sector but also for personnel that will later engage in 
the economic world spanning the full range from start-
ups to established globally renowned companies. In 
other words: a successful transition in ErUM-data re-
search will be a relevant factor for ensuring Germany’s 
continued economic success. 
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1.1 Impact of basic research

Fundamental research in the field of ErUM1 has a long 
and on-going history of groundbreaking successes. We 
discover new particles yielding deep insights into the 
fundamental laws of physics, we observe and explore 
distant galaxies, stars and new planets, we investi-
gate the structure and function of proteins, drugs and 
viruses, and we discover new materials and observe 
chemical reactions in real-time. With the continuous 
development and application of state-of-the-art tech-
nologies, the limits of what is feasible and what is still 
unknown have been pushed ever further. 

Knowledge, knowledge leadership and exploitation 
are the forces that drive progress. Our modern society 
and life is based on this knowledge and the technol-
ogy generated in basic research. The implementation 
of knowledge in industrial processing and services 
provides a basis for economic success and prosperity. 
As a result of training and research in ErUM, numerous 
young scientists, company founders and highly quali-
fied employees originate from our field.

1.2 Prerequisites for new discoveries

Fundamental research is linked to scientific instru-
ments which enable us to look deeply into matter, 
materials and the universe. In order to discover new 
rare, small or faint structures (new materials, new 
particles, galaxies, planets, etc.) and to investigate 
their dynamic processes, we need to take many more 
images than previously available - resulting in a much 
higher data rate. Here, images stand figuratively for 
all types of measurement instances obtained in ErUM 
research.

In the years to come all important experimental facil-
ities will be geared towards these much higher data 
rates. In doing so the data volumes produced by new 
or upgraded scientific instruments will increase dra-
matically, in some cases by far exceeding the region 
of exabytes in the next five to ten years. Typically the 
computing power required scales by an even larger 
factor than the data volumes. Thus, the challenge to 
find new structures results in the demand to store, 

1 Exploration of the Universe and Matter - ErUM; Framework pro-
gramme of the Federal Ministry of Education and Research

analyze, process, curate and archive huge amounts 
of data. To understand and analyze the experimental 
data, theoretical work is required simultaneously with 
instrumental advancements. Much of the calculation 
and simulation work is performed on large-scale 
computing infrastructures. Their requirements are also 
expected to increase accordingly.

1.3 Big data science in basic research

These massive data volumes and exploitation thereof, 
known in short as Big Data and Big Data Analytics, 
constitute a key aspect of knowledge generation. To 
exploit the full potential of these large amounts of 
data, fast and efficient algorithms are required. They 
form the language used by scientists to formulate 
their questions about data in order to gain in-depth 
knowledge, e.g., about unknown structures or ex-
tremely rare processes. This data-driven multiplication 
of knowledge depends on an efficient transformation 
from Big Data to Smart Data which increasingly relies 
on methods from artificial intelligence in conjunction 
with in-depth domain expertise. Such methods are 
further developed by scientists to meet their specific 
requirements and may lead to innovations not only in 
basic research, but also in artificial intelligence.

1.4 Scientistsʼ institutions and working 
environments

In Germany, research in the field of ErUM is performed 
primarily by scientists at universities and research 
centers of the Helmholtz Association, the Leibniz 
Association and the Max Planck Society. 

Here, classic ErUM research has been carried out by 
an individual or a small group of scientists, planning 
and executing an experiment, recording measure-
ments in a log book, analyzing them, and using the 
thus obtained knowledge to repeat the experiment 
with refined parameters. With the high data rates and 
volumes delivered by modern experimental devices 
and the required short feedback time to control them, 
this way of performing research is no longer possible. 
User-oriented digitization is mandatory to obtain and 
maintain a leading role in a highly competitive interna-
tional context. Nowadays, the vast majority of scien-

1 The digitization era in fundamental research
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tists work in teams, both within their own institution 
and with - usually international - partner institutions. 
Depending on the disciplines, the number of collabo-
rating researchers varies between a few partners and 
very large collaborations with up to several thousand 
colleagues.

What they all have in common is the need for straight-
forward access to smart research data, computing 
resources, methodologies, publications, expert 
knowledge and communication with research partners 
(Fig. 1). Modern digitization offers the opportunity to 
establish the necessary technology and to put it into 
action. 

1.5 Scientific computing in ErUM

Scientific research in ErUM spans a wide range of 
very different domains and the supporting scientific 
computing is powered by a large number of actors and 
institutions. 

Computing for synchrotron radiation and neutron 
research is essentially served by the universities and 
infrastructures where the instruments and accelerators 
are located and the experiments are conducted, e.g. at 
centers of the Helmholtz Association (HGF).

The typically large data analytics requirements in 
experimental particle and nuclear physics are handled 
by a distributed high throughput computing model 
in a concerted action of HGF computing centers, and 
centers at universities and the Max Planck Society 

(MPG). The astroparticle physics community leverages 
computing centers of the HGF, MPG, and the Leibniz 
Association. 

For most areas of experimental ErUM research, 
simulations are essential to understand the measure-
ments at the required depth. They are performed in all 
above-mentioned centers. Computing power further-
more plays an important role at the laboratory sites 
in accomplishing the acquisition of data. For theory 
and special simulations, high-performance computing 
resources are indispensable to perform cutting edge 
research: the corresponding infrastructures addition-
ally include the centers of the Gauß-Allianz. 

1.6 Survey of areas with development 
needs

The development of innovative algorithms and the 
coherent use of originally unconnected data have 
sparked a highly competitive international race. 
Far-reaching advancements in the German research 
landscape are indispensable in order to be prepared 
for the upcoming changes that will increasingly result 
from such data-driven methods and that will offer a 
multitude of new opportunities.

In order to handle the huge amounts of data and their 
exploitation (Fig. 2), a crucial factor is the infrastruc-
ture, which simultaneously enables the processing of 
data volumes up to the exabyte range with very high 
throughput and network requirements. Another chal-
lenging area is mastering multiple usages of experi-
mental data, cross-experiment and cross-disciplinary 
data exploitation which have the potential to generate 
new knowledge. Moreover, the creation of core compe-
tencies in dealing with the modern possibilities of Big 
Data Analytics will be indispensable. 

Scientist with in-depth domain knowledge of ErUM 
research will be needed to harness the infrastruc-
tures, interconnect their research data and develop 
algorithms for Big Data Analytics. All of this work is 
necessary to achieve the transition to increased use of 
data-driven research and to enable new insights into 
their own research questions and those of other sci-
entists. It will be essential to spread these scientists 
with their knowledge in order to cope with the digital 

Figure 1: In the 2020’s, the scientists’ research environment will look 
and feel like working in a local environment, allowing access to large-
scale data volumes and massive computing resources to process the 
data, as well as interconnecting with colleagues.
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evolution and to reach ErUM groups at all universities 
and research centers. 

As practically all fundamental research is today per-
formed in an international setting, any national effort 
needs to be considered in a global context. Also, as 
many of the research techniques have a strong link to 
computer science, information technology expertise, 
and mathematics, the measures to be taken will have 
to be linked to these disciplines in the form of close 
cooperations. Because Big Data and their analysis 
are global challenges, cooperations with the private/
economic sector and with small and medium-sized 
enterprises (SME) may also arise.

1.7 Workshop and report of the  
outcome

With the workshop ‘Challenges and Opportunities of 
Digital Transformation in Fundamental Research’ (4 
and 5 October 2018), the BMBF invited representatives 
of basic research from universe and matter (ErUM) to 
come together with representatives from computer 
science and business. 

The participants represented the different fields of 
ErUM research. They were drawn from the eight stand-

ing committees in the respective ErUM research field 
and joined forces to advance the required develop-
ments. Together, these eight research fields employ 
around 8,400 active scientists with a doctoral degree. 
The workshop participants are listed in Appendix B. A 
short list of the committees and the fields they repre-
sent can be found in Appendix A.

The ErUM programme has excellent potential not 
only to prepare for the changes triggered by modern 
digitization, but also to initiate key measures that will 
enable a healthy bottom-up development of the re-
search landscape in this era of digitization. This report 
summarizes our findings and presents the portfolio of 
recommended measures. 

We will first report about the discussions and results 
arising from the three working groups:

1. Working Group on Federated Infrastructures
2. Working Group on Big Data Analytics
3. Working Group on Research Data Management

We will then summarize the recommended measures 
together with estimations of the costs associated with 
the programme as a whole.

Figure 2: The ‘ErUM data life cycle’ describes all phases from data collection in experiments to data processing, analysis, storage, sharing and 
finding.
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2.1 Introduction
 
Fundamental research in the field of Universe and 
Matter requires massive computing resources to store, 
process, distribute, analyze and curate present and 
increasing data volumes and to perform simulation 
tasks of increasing complexity. New and powerful 
analysis techniques like deep neural networks further 
increase resource demands and benefit from special 
processor architectures. The need for computing and 
storage resources increases much more rapidly than 
technological progress alone can satisfy. Therefore, 
it is clear that now and in the future, both the further 
development and expansion of infrastructures and 
the investment in the development of the appropriate 
software to use the hardware must go hand in hand.
 
The computing landscape is presently undergoing 
a drastic change: dedicated, community-specific 
resources are complemented by common infrastruc-
tures, and techniques are being developed to make 
new types of resources available, ranging from high 
performance computing centers over publicly financed 
research clouds to commercial cloud providers. 
Efficient utilization of such heterogeneous, federated 
infrastructures poses a significant challenge to the 
research communities. 

The goal of this working group is to identify needs, 
propose concepts and concrete steps towards the 
provisioning and effective usage of federated and 
demand-oriented infrastructure(s) for the analysis and 
management of research data in the field of ErUM. 
This concerns the future availability and efficient use 
of hardware resources, such as computing capacities, 
storage space and fast network connections, including 
intelligent database solutions and cloud services. The 
dedicated development of operating models and soft-
ware is equally important to use the different hardware 
resources easily, transparently and efficiently. In this 
context, both national and international (European) 
developments and initiatives need to be considered.

2.2 Status and requirements

Input from the communities was requested to assess 
the type of computing infrastructures and resources 
being used presently, the near and long-term future 

demands, the existing experience with cloud technol-
ogies and the required development work. 

This detailed survey paints a rather diverse picture, 
including very specific as well as more general, 
common requirements. Improved instruments and 
increasing depths of analyses will lead to a major 
increase in computing needs in many international 
research collaborations in the coming years, that go 
beyond the performance gains expected from techno-
logical progress (‘Moore’s law’). Better algorithms for 
data processing, simulation and analysis (see working 
group 2) and the adaptation of software for the better 
utilization of modern processor hardware will have a 
mitigating effect on demands for hardware. 

Nevertheless, the current computing capacity consist-
ing of the well-established centers for High-Through-
put Computing (HTC), High-Performance Computing 
(HPC) and infrastructures located directly at the (raw) 
data sources need to grow significantly. They should 
also be augmented by additional hardware resources, such 
as those provided by computer centers at universities 
and science institutions or by commercial cloud pro-
viders, to ultimately meet the demands. 

Such a heterogeneous environment poses significant 
challenges for the design of future computing models, 
software development and workflow and data man-
agement. For some use cases, successful mapping 
onto common, federated infrastructures has already 
been demonstrated. Specialized computer architec-
tures, e.g. equipped with accelerating co-processors, 
are already being exploited by many communities, 
mostly in installations in proximity to the scientific 
working groups. In the future, such resources need 
to be provided more centrally in shared computing 
centers.

Resources on science clouds are of high relevance for 
many applications within ErUM. However, substantial 
R&D work is required to ensure seamless integration 
into the processing and data management workflows 
(see working group 3). Encapsulation of computing 
requests in virtual environments or containers is an 
important technique that is already common in some 
communities, while others need support to catch up.  
It should be noted, however, that existing HPC 
systems and cloud services typically do not provide 

2 Working Group 1: Federated Infrastructures
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cost-efficient permanent storage space for large data 
volumes. Bringing data to the computing resources 
and distributing processed data to the places where 
scientists work requires a nationwide fast network 
connecting data providers with universities and re-
search centers.

The following general list of goals and requirements is 
derived from the input of all ErUM communities:

 ∙ Fast access of analysts to data relevant for analysis 
is of prime importance.

 ∙ Sufficient resources of adequate type for data pro-
cessing (i.e. the derivation of high-level objects for 
analysis from the raw data) and for simulation tasks 
as well as Big Data Analytics and theory calculations 
must be provided.

 ∙ Open access to research data is a concern that was 
voiced by the entire research community (see also 
working group 3). This requires high-performance 
storage systems to ensure efficient access.

 ∙ Data archive(s) to permanently store valuable 
scientific data and metadata, accompanied by the 
archiving of virtual or containerized software envi-
ronments to ensure mining and analyzability (data 
preservation) at a later point in time.

 ∙ Education in data analysis and data management is 
essential to enable young researchers to efficiently 
work in necessarily more complex environments 
involving large federated infrastructures.

The advancement of information and communication 
infrastructures requires a longer-term (> ten-year) 
commitment. A combination of improvements in 
software, algorithms, workflow and data management 
and increased efficiencies will, however, only partly 
mitigate the lack of hardware resources resulting from 
growing data volumes. 

The complementation of community-specific resources 
by federated infrastructures clearly is an important 
ingredient to optimize benefits in relation to efforts 
and costs. We therefore recommend the following 
elements to be considered to enable the usage of fed-
erated infrastructures by research groups in the field 
of Universe and Matter: 

 ∙ Appropriate financing for the necessary expansion 
of computing and storage resources at large-scale 

research centers and universities.
 ∙ R&D work to establish community-overarching work-

flows and processes (‘Scientific IT Services’) in close 
coordination with the partners involved.

 ∙ Development of efficient (cloud-based) operating 
models and enhancements of software frameworks 
to maximize the range of usable infrastructures. 

 ∙ Creation of a federation of computer centers within 
the framework of a national or dedicated ‘ErUM 
Science Cloud’.

 ∙ Integration into national concepts and international 
endeavors such as EOSC.

 ∙ Funding of development and implementation of 
new computing models for future experiments that 
support easy access to federated, heterogeneous 
resources.

 

2.3 Conclusion

The future success of research in all ErUM communi-
ties depends on efficient and sustainable federated 
information and communication infrastructures. These 
should also serve as building blocks for and benefit 
from national and international initiatives. Based on 
the above considerations and on the lively discus-
sions in the working group we summarize as follows: 

 ∙ Secured, long-term funding of an agile information 
and communication technology (ICT) in terms of a 
federated ErUM-ICT infrastructure is required. The 
infrastructure(s) must meet the future challenges in 
terms of storage (German share of data volumes of 
exabyte per year), network (high-bandwidth network 
with 100 gigabit per second in the short-term and 
terabit per second in the long-term) connecting all 
ErUM centers, computing power (specialized as well 
as federated resources) and services.  

 ∙ Long-term funding for software development and 
competence for the efficient utilization of the feder-
ated infrastructures is needed. After initial develop-
ment work to enable the ErUM research groups to effi-
ciently use federated resources, funding for long-term 
or permanent positions is needed to ensure support 
of tools and services and a sustainable knowledge 
transfer to young scientists. These efforts should re-
sult in the installation of a national and international 
competence network in Big Data management.
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3.1 Introduction

Data is valuable because we can derive scientific in-
sights from it. This is achieved by processing the data 
with sophisticated algorithms. For a few years, the set 
of available data processing tools has been rapidly 
increasing. Modern Big Data Analytics methods, like 
machine learning and others, provide new opportu-
nities to obtain scientific results from large datasets. 
ErUM scientists have to learn how to exploit these new 
methods for their research.

Big Data Analytics methods are also indispensible to 
solve the challenge of the ever-increasing data rates 
resulting from the quest for studying structures with 
much higher spatial and temporal resolutions. There 
is a growing need of the research community for new 
tools for an efficient analysis of Big Data sets. This 
comprises both on-line analysis during data acquisi-
tion to control the experiments and reduce the data 
rate, as well as the in-depth analysis of huge data sets 
later on. Big Data Analytics is a common challenge for 
all communities in ErUM and calls for a collaboration 
with other disciplines such as mathematics and com-
puter science in order to develop and implement new 
analytic tools. 

The challenge is also recognized and addressed at the 
international level. For example, the particle physics 
community has formed a High Energy Physics (HEP) 
Software Foundation, and in the US the National Sci-
ence Foundation has funded the Institute for Research 
and Innovation in Software in High Energy Physics 
(IRIS-HEP) with 25 M€ for five years to develop sustain-
able, experiment-overarching solutions.

Expertise in modern software development techniques 
is required to implement algorithms that optimally 
exploit and manage the hardware resources provided 
by the federated infrastructure. This includes not only 
data processing algorithms, but also simulations 
and theoretical calculations. New architectures, like 
GPUs or FPGAs, and new methods, such as machine 
learning, at the same time represent a challenge and 
an opportunity for Big Data Analytics and the feder-
ated infrastructure (see working group 1). Only with 
sophisticated data reduction and processing methods 
will we be able to handle the huge data volumes and 
rates without losing information that is relevant to the 

science we want to explore (see working group 3). This 
can only be achieved if Big Data Analytics competence 
is combined with knowledge about the scientific merit 
of the data. As the evolution of technologies is expect-
ed to continue rapidly, it requires a continuous effort 
to fully exploit the state-of-the-art Big Data Analytics 
methods.

There are numerous examples in the ErUM-related lit-
erature of boosted scientific output by the application 
of modern data analysis techniques, like the doubling 
of the sensitivity of several analyses of data collected 
by the Belle experiment by an improved particle recon-
struction algorithm. Another example is the extraction 
of chemical abundance from measured spectra by 
deep neural networks, which performs better than a 
classic fit and led to reduced signal-to-noise require-
ments for future surveys. In the analysis of X-ray 
protein crystallization images, deep neural networks 
supported the effective automatic screening of protein 
solutions for successful crystallization. However, 
these generally are achievements of individuals or 
groups that have acquired Big Data Analytics expertise 
by self-education in addition to their competence in 
their scientific field.

While Big Data is a challenge, it also offers opportuni-
ties, as the large datasets provide sufficient input for 
the training of modern machine learning algorithms. 
ErUM offers many challenges to Big Data Analytics 
that allow the training of young researchers on real 
problems and may lead to applications in other areas 
or innovations in the field of Big Data Analytics in 
general.

The goal of working group 2 is to identify the commu-
nities’ status and requirements in terms of Big Data 
Analytics. Potential common approaches and overlaps 
between the committees in terms of Big Data challeng-
es are to be identified and efficient funding schemes 
for addressing the needs have to be discussed. 
Cross-correlated action in terms of Big Data Analytics 
including the training and education of the next gener-
ation of scientists needs to be addressed.

3 Working Group 2: Big Data Analytics
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3.2 Status and requirements

We asked the communities about the status and re-
quirements of Big Data Analytics using a catalogue of 
questions on the following topics:
 ∙ Questions to be solved and expectations for Big 

Data Analytics
 ∙ Data level for Big Data Analytics
 ∙ Data volume for Big Data Analytics
 ∙ Analysis methods for Big Data Analytics
 ∙ Existing and expected collaborations in Big Data 

Analytics

The outcome of this questionnaire is that the research 
questions to be addressed vary considerably between 
the communities, ranging from questions relating 
to fundamental physics in astrophysics and particle 
physics to questions relating to material science and 
biology in neutron and synchrotron research. Equally 
diverse are the past experiences and expectations for 
the future with methods of Big Data Analytics. Some 
communities have extensive experience in methods 
such as machine and deep learning, and expect these 
methods to become even more important in the future. 
Other communities, on the other hand, rely heavily on 
inverse methods based on data models. However, the 
common challenge for all communities is to further 
develop tools for Big Data Analytics.

While data levels, structures and formats very much 
differ as well, all communities stressed the need for 
quick online data analysis and visualization of exper-
imental data. In some research areas the non-capa-
bility to quickly analyze large amounts of data soon 
develops into a serious bottleneck when executing 
experiments.

Data volumes to be handled reach from terabytes to 
petabytes (foreseeable exabytes), and data rates are 
approaching values between 10s and 100s of peta-
bytes per year. Also, methods of Big Data Analytics 
vary between the communities.

Some of the communities have already established 
cooperations within ErUM and also with mathematics 
and computer science, while others see the potential 
of such collaborative efforts but have not yet engaged 
in it.

In most of the groups, data analytics is organized on 
a classical doctoral student university level with a 
foreseeable short-term rotation of personnel leading 
to a loss of knowledge and making long-term develop-
ments and curation of tools difficult. Lack of sustain-
ability is identified as a common problem that can 
impede progress. Collaboration with mathematics/
computer science is rare, occasional and presently 
not coordinated on a larger scale. The experts from 
mathematics stressed the need for specific scientific 
projects/questions to be tackled in common collabo-
rations.

3.3 Conclusion

In conclusion, the research questions, approaches and 
Big Data Analytics tools needed for the different com-
munities are rather diverse. Given the fact that ErUM 
data deals with questions from particle physics, hadron 
and nuclear physics via condensed matter science to 
astrophysics, this does not come as a surprise. How-
ever, working group 2 clearly identified the following 
common needs:

 ∙ Development and implementations of tools for Big 
Data Analytics and data management, aiming for 
common solutions wherever possible and exploiting 
existing structures and competences.

 ∙ Need for a collaborative effort in terms of Big Data 
Analytics including users, facilities, mathematics and 
computer science; it was suggested that the collabo-
ration should be organized in a bottom-up approach.

 ∙ A platform for sharing Big Data Analytics solutions 
within and even across communities.

 ∙ Integration with data management (e.g. for efficient 
data access or mining archived data) and federated 
infrastructure (e.g. for utilizing resources optimized 
for Big Data Analytics tasks).

 ∙ Training and education of the next generation of 
scientists in Big Data Analytics; a tenure-track 
programme would enable this in a time frame that is 
appropriate for the upcoming challenges.

 ∙ Ensure sustainable development and curation of 
algorithms and tools.

These needs partially overlap with the results from 
working group 1 and working group 3 and shall be ad-
dressed in a common funding scheme.
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4.1 Introduction

Upcoming challenges for research data management 
will encompass metadata findability and data curation 
to ensure the long-term use of science data with an ar-
chiving method that allows for reasonably fast access. 
Sustainable and systematic access to research data 
will increase the potential for break-through science 
by allowing for cross-experiment as well as cross-dis-
ciplinary approaches. Accordingly, Research Data 
Management plays an important role in shaping the 
future ErUM landscape. 

Sophisticated Big Data Analytics tools will be em-
ployed to extract science results from large data sets, 
requiring complex simulation and modeling of exper-
imental setups and physics processes (see working 
group 2). Intelligent data management strategies will 
be required to facilitate efficient data processing/
reduction and to allow for seamless data access by 
scientists using the federated digital infrastructure 
(see working group 1). Hence, it will open a window for 
the reusability of research data (data mining).
Doing this correctly may allow us to answer scientif-
ic questions that transcend the initial scope of the 
experiment in the future.  

Commonly accepted standards for data policies and 
regulations for ownership and access are a prere- 
quisite for managing data on shared infrastructures. 
Guided by the FAIR (Findability, Accessibility, Inter-
operability, Reusability)2 principles for scientific data 
management and stewardship, the different communi-
ties within ErUM need to develop effective procedures 
to address their data management challenges. The 
definition of research data management procedures 
and the development of software to implement these 
procedures on a federated digital infrastructure are 
considered key elements to current and future ErUM 
research. This process must be included within other 
on-going initiatives, e.g. the set-up of the National 
Research Data Infrastructure (NFDI) funded by Germa-
ny’s federal and state governments. The inclusion of 
large-scale facilities in international projects calls for 
an international setting for this process. First cross-ex-
perimental agreements already exist for some areas, 

2 M. D. Wilkinson et al., Scientific DATA: The FAIR Guiding Principles 
for scientific data management and stewardship, 3: 160018, 2016; 
DOI: 10.1038/sdata.2016.18

e.g. in astronomy within the framework of GAVO (Ger-
man Astrophysical Virtual Observatory) and the IVOA 
(International Virtual Observatory Alliance). Likewise 
the synchrotron and neutron communities received 
funding for a Photon and Neutron open science cloud 
(PaNOSC) from the European H2020 program for con-
tributing to the European Open Science Cloud (EOSC).

4.2 Status and requirements

The discussion of the data types across the commu-
nities revealed different data types. The large-scale 
experiments at international facilities often have 
well-established computing models that detail the 
data processing and management strategies for their 
large-scale data sets. Small or medium-sized ex-
periments from multiple disciplines at national and 
international facilities produce medium-sized data 
volumes. And dedicated small-scale single use-case 
experiments often yield highly specialized data-sets. 
In addition, interoperability and reusability of data 
requires the preservation of all relevant metadata, 
including not only the data and experiment or sim-
ulation description, but also the analysis tools and 
libraries used. Thoroughly prepared and documented 
data schemata and metadata are necessary to answer 
future scientific questions and to enable the exchange 
of open data across communities. Activities to achieve 
this aim is an important contribution to the setup of a 
national research data infrastructure (NFDI). 

In preparation for the workshop we developed a 
questionnaire about the following subjects to assess 
the status and requirement concerning research data 
management in the different communities:

 ∙ Existence of metadata in consideration of the FAIR 
Guiding Principles for scientific Data Management

 ∙ Work flows for data management
 ∙ Disposition to transfer data to an inter- or discipli-

nary research data center for archiving and publica-
tion

 ∙ Standard procedures for data reduction/handling of 
raw data

As anticipated due to the wide variety of research 
fields in the communities, the outcome of the survey 
was varied, in particular with respect to the level 

4 Working Group 3: Research Data Management
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of established workflows and data policies. Large 
international communities in astro-, particle or nuclear 
physics traditionally have established computing 
models that detail their strategies for handling the Big 
Data problem. They have experience with distributed 
data management procedures, sophisticated process-
ing chains from the detector to the analysis stage, 
and with operating distributed storage and archive 
systems. The more heterogeneous communities with 
mostly dedicated single use-case experiments carried 
out by scientists from various research fields (i.e. 
physics, chemistry, biology, geoscience or even herit-
age science), where the challenges lie in the complex-
ity rather than in the size, are only now entering the 
era of large-scale scientific data management. With 
the expected increase in data rates from experiments 
at current and new facilities, all communities face 
the need to further develop their data management 
procedures.

The ‘ErUM Data Life Cycle’ in Fig. 2 describes all stages, 
from the data collection during experiments or obser-
vatories, to data processing, analysis, storage and 
sharing. 

Research scientists need to collaborate with qualified 
computer scientists, software developers, mathemati-
cians and data stewards to develop thoroughly adapted 
software systems for data management and metadata 
handling. Common approaches within and across com-
munities would provide an environment for the efficient 
interchange of data and algorithmic approaches. 

All communities agree on the FAIR Guiding Principles 
for scientific data management and curation, which aim 
at generating open data that is re-usable and inter-op-
erable, but follow different approaches to achieve 
these goals. Different communities with a large range 
of instruments and small scientific teams strive to 
follow these principles. Best practice examples might 
be a step towards this goal. Observatories and other 
astronomical instruments publish their processed data 
for open access after a short period of time. Large-
scale experiments share their data world-wide through 
international collaborations, before making them fully 
accessible to all. All communities require more refined 
data management procedures to address their future 
needs, which at the same time would facilitate the 
implementation of FAIR principles. 

Likewise, the current approaches for handling meta-
data differ between communities due to the variety of 
experimental instruments and methods. The metadata 
content ranges from experiment/simulation descrip-
tion, to data provenance and information for analysis 
preservation. Solving the metadata problem across 
our communities requires careful consideration. 
A ‘one-size-fits-all’ approach does not seem appro-
priate. However, the identification of common issues 
within and across communities will be beneficial. The 
development of metadata systems to store all relevant 
information necessary for data re-use and exchange 
needs to consider low-level metadata (untreated, raw 
data) as well as reduced (treated) and high-level meta-
data (‘smart data’). For the more heterogeneous com-
munities, common standards for metadata need to 
be developed and established to allow for increased 
interoperability.

4.3 Conclusion

Even though the survey revealed a wide range of cur-
rent practices for data management and approaches 
to metadata collection, all communities face similar 
challenges to address their future data management 
needs. The development of improved data manage-
ment procedures and of systems for handling meta-
data is a requirement for all communities across ErUM 
to manage the data life cycle on a future federated 
computing infrastructure in the area of exa-scale data 
volumes. 

 ∙ Some of the more heterogeneous communities 
would benefit from a more developed university - 
large-scale facility collaboration in research data 
management.

 ∙ Where possible, common standards should be 
established to promote interoperability. 

 ∙ Future developments will benefit not only from 
the experience from established large-scale data 
management systems within our communities, but 
also a close collaboration with computer scientists, 
software developers, mathematicians and scientists 
from other fields. 

 ∙ A comprehensive web working environment is need-
ed to enable seamless data access for researchers 
to carry out their scientific analyses. 
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 ∙ The working group underlines the importance of 
‘data stewards’ to manage the data life cycle and to 
act as curators for metadata. People with such spe-
cialist expertise, either at large facilities or within 
the experiment collaborations, are needed to sup-
port the science data management in their commu-
nities and to develop the systems for implementing 
the data management procedures.  

 ∙ The complexity of managing future exa-scale data 
volumes and the data of heterogeneous commu-
nities, as well as the needs for data preservation, 
reusability and preparing for open access, require a 
long-term funding commitment to keep such experts 
in scientific position. The training and education of 
specialists in data management as well as of scien-
tists working with data management infrastructures 
has to be taken into account.

5 Recommended measures and cost estimates
The discovery of new rare, small or faint structures and 
their dynamic processes require much higher data 
rates. Over the next five years, all major experimental 
infrastructures will therefore drastically increase their 
data rates. 

Based on the surveys conducted within the participat-
ing communities and the subsequent analysis during 
the ErUM workshop, we synthesized and propose a 
portfolio of actions that we consider crucial to secure 
and to further expand Germany’s strong position in the 
research fields of ErUM in an internationally competi-
tive environment. Simultaneously, these measures will 
also help strengthen and broaden Germany’s position 
in key areas of the modern information technology and 
digitization era.

Our proposal brings together the entire ErUM research 
community of 8,400 scientists and addresses com-
mon challenges of Big Data in a coordinated effort. 
By bridging the gaps between various disciplines in 
the sciences, spanning the entire range from physics 
at accelerators to deep- and all-sky observations, a 
critical mass is overcome, thus allowing for a sustain-
able push into the next decade of data analysis. This 
holistic approach is a unique feature of this initiative.     

We propose a coherent and interlinked portfolio 
of measures. We should like to emphasize that all 
measures rely on an already working science envi-
ronment provided by the many stakeholders in ErUM. 
The measures are required in addition to all current 
resources. In the following we classify and describe 

the individual measures separately and emphasize 
that only the concerted action of all measures will lead 
to an overall success. 

 ∙ Federated infrastructures: Owing to the rapid 
increase in data volumes in the years to come, the 
demand for computing power, storage space and 
networks will increase substantially. We see an 
immediate need for action in the expansion of the 
existing infrastructures.

 ∙ Integration of workflows to exploit infrastructures: 
This hardware needs to be made usable according 
to our scientific computing requirements. To be 
able to use the capacities of the infrastructures, we 
recommend the creation of additional positions for 
scientists with ErUM domain knowledge.

 ∙ Comprehensive management of research data: 
Research data contain a high potential for add-
ed value, especially for multiple exploitation, for 
cross-experiment and cross-disciplinary usages. 
This requires numerous ErUM-specific measures 
(metadata, curation, etc.), for which we recommend 
additional scientific positions.

 ∙ Modern Big Data Analytics in fundamental research: 
The large amounts of data open up new possibilities 
for Big Data Analytics, which can extract possibly 
decisive new information. To enable a large num-
ber of experiments to be covered, we recommend 
additional positions for scientists with ErUM domain 
knowledge and expertise in Big Data Analytics.

 ∙ Scientists’ integrated web working environment: 
To increase the efficiency in scientific work, a new 
integrated web working environment is needed that 
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looks and feels like local work but enables access 
to globally distributed resources. To facilitate this 
development, we recommend additional scientist 
positions from various disciplines.

 ∙ Tenure-Track programme knowledge in digitiza-
tion: Scientific leadership positions are urgently 
needed for cutting edge ErUM research related to 
algorithms, computing and data models as well as 
for the distribution of knowledge of modern digital 
methods. We recommend the establishment of a 
tenure-track programme.

 ∙ Partnership for Innovative Digitization: The different 
research directions and specializations in the ErUM 
field also bear the challenge of cross-discipline 
communication and interaction. We propose the 
creation of an umbrella organization which will form 
the core institution for the exchange between the 
scientists.

These measures will be explained in more detail in the 
following sections.

5.1 Federated infrastructures

We recommend an increased investment in comput-
ing, storage and networking resources to meet the 
needs of basic research in the field of Universe and 
Matter to process, distribute, analyze, curate and 
archive increasing amounts of data and to perform 
complex simulation tasks. Even if the corresponding 
technology is progressing rapidly, this alone is not suf-
ficient to cover the ErUM communities’ requirements 
arising from the more complex data provided by the 
experimental facilities3.

Challenges: The coming years will see steeply increas-
ing data acquisition rates and more complex data from 
facilities in many areas of basic research that relate 
to ErUM. This applies in particular to particle physics 
at the LHC (Large Hadron Collider at CERN) and Belle 
II (Japan), astroparticle physics at CTA (Cherenkov Tel-
escope Array, Chile and Canary Islands) and IceCube 
(South Pole), astrophysics at the facilities of ESO (ELT, 
VLT and ALMA, Chile), LSST (Large Synoptic Survey 
Telescope Chile), MeerKAT (South Africa) and SKA 

3 We use the term detector or facility synonymously for large-scale 
experiments and instrumentation (e.g. detectors, telescopes, cam-
eras, sensors, spectrographs, receivers) at large research infrastruc-
tures.

(Square Kilometer Array, South Africa and Australia), 
as well as hadron and nuclear physics at the LHC 
and at FAIR (GSI in Darmstadt). At the same time, the 
requirements for almost simultaneously running data 
analyses on large amounts of data recorded at photon 
and neutron sources (e.g. European XFEL, FLASH, 
PETRA III in Hamburg, BESSY II Berlin, ESRF Grenoble, 
ESS in Lund, Sweden) or during the commissioning 
of accelerators (e.g. KARA at KIT, MESA in Mainz, the 
Helmholtz ATHENA facilities) are also increasing. This 
data avalanche and the corresponding need for ex-
tended simulations can only be mastered by sustaina-
ble, distributed computing systems.

Goal and resource providers: The goal is to establish 
a cost-effective, sustainable and efficient federated 
information and communication infrastructure (ICT) 
for research in the field of ErUM. The infrastructure 
also delivers building blocks of broader international 
(EOSC, European Open Science Cloud) initiatives. 
It will offer future-oriented solutions for world-class 
research.

The ErUM communities presently use computing and 
storage capacity at a variety of computing centers, 
ranging from computing resources directly located at 
the (raw) data sources to infrastructures at High-Per-
formance (HPC) or High-Throughput (HTC) centers 
provided mainly by the Helmholtz Association and 
the Gauß Alliance of German HPC centers. Additional 
resources are provided by universities and the German 
federal states, the Max Planck Society or by computer 
clusters funded by the German Research Community 
(DFG) or directly by the German Ministry of Education 
and Research. As forerunner, ErUM scientists success-
fully demonstrated the exploitation of resources in 
commercial cloud environments to handle peak loads. 
Computing infrastructures in Germany should support 
a larger variety of user communities in the future and 
develop into federated infrastructures. New resour- 
ces in science clouds should be made available, and 
ErUM scientist must be enabled to easily access these 
resources and to use them efficiently. 

Experimental and theoretical research groups have 
access to computing installations (Tier 3 analysis clus-
ters) funded by their home institutions. For university 
groups, shared funding by the DFG and the universi-
ties and computing resources provided by HPC centers 
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of the Gauß-Allianz are important for local end-user 
analysis and theory calculations. Requirements 
for these resources are expected to increase by an 
amount  which might be slightly more than technolog-
ical progress alone will provide. Any additional invest-
ment in these infrastructures that may be required is 
not included in the following cost model.

Cost model: Improved algorithms, adjustment of 
computing models and increased efficiency in using 
existing resources are just one ingredient needed to 
face the challenges ahead. However, significant extra 
funding is necessary to ensure the optimal scientific 
harvest from future research data and novel analysis 
techniques. No solid figures for expected additional 
needs for investments are currently available for all 
communities. 

However, as one example, the approved roadmap 
for the high-luminosity upgrade of the Large Hadron 
Collider at CERN provides a rather precise prediction 
for the required data storage, which will increase by 
a factor of more than ten compared to the present 
volume after the year 2025. At present, the investment 
in annual hardware upgrades for the German contri-
bution to the computing resources integrated in the 
central workflow systems (so-called Tier 1 and Tier 2) 
of the particle physics experiments amounts to 4.1 M€ 
per year. The operational costs of this infrastructure, 
not including the 40 site administrator positions, 
amount to an additional 2.7 M€ per year. A further ex-
ample is the ALICE experiment for research on hadrons 
and nuclei, for which the annual invest and operational 
cost at Tier 1/Tier 2 sites are about 1 M€ and 0.7 M€. 
All these Tier 1/Tier 2 costs are complemented by 
hardware and operating costs for the analysis clusters 
at universities (Tier 3) at the same level.

Taking into account technological progress, advance-
ments in algorithms and the adaption of computing 
models, funding for hardware at Tier 1 and Tier 2 sites 
will still have to increase substantially, by an estimat-
ed factor of two to three, compared to present levels. 
Pessimistically assuming that a factor of three will be 
needed, additional funding for hardware and its op-
eration of 14 M€ per year on top of the current level of 
6.8 M€ will be needed for the particle physics experi-
ments after the year 2025.

An example of emerging investment needs is astropar-
ticle physics, where a cross-observatory analysis and 
data center is to be set up in the coming years. Struc-
turally, this would be conceivable as an extension of a 
Tier 1 center with a hardware requirement of approxi-
mately 1 M€ per year. 

The cost model does not include the funding of the 
university Tier 3 analysis centers. Neither included is 
additional funding beyond the current level for the 
network component of the federated infrastructure 
(the cost for a connection to the DFN network with 100 
gigabit per second currently amounts to 0.5 M€ per 
year per site). Should additional technological pro-
gress not cover the future demands, additional costs 
- possibly several M€ per years - need to be secured. 
Neither considered are the costs for computing instal-
lations at the experimental facilities which operate the 
scientific instruments.

Ensuring sufficient computing support for all further 
German ErUM communities will also require addi-
tional hardware resources beyond the current level 
of financing. They need services to be delivered that 
correspond to those of the federated centers of e.g. 
particle physics. Assuming that the requirements of 
all ErUM communities but particle physics will be in a 
similar order of magnitude to those of particle physics 
of 14 M€ per year, we apply - as a very rough estimate 
- a factor of about two to the numbers derived for the 
additional needs of the particle physics community. 
This results in a steady increase of additional annual 
investment in hardware and operation reaching about 
30 M€ after the year 2025.

5.2 Integration of workflows to  
exploit infrastructures

We propose an adequate number of personnel to 
support the many user communities with complex, do-
main-specific data processing chains and workflows, 
and to develop community-specific services.

Challenges: Efficient access to future large-scale 
federated infrastructures, locating research data for 
processing and analysis as well as methods for data 
management and data curation require new software 
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tools and services. Sustainable development work on 
these services, both by experienced resource provid-
ers and on the part of scientists, is vitally important for 
the operation and exploitation of the infrastructures. 
For the contributing scientists, both in-depth knowl-
edge of the scientific demands and the computing 
infrastructures and services are indispensable to find 
and deploy solutions to optimally use the facilities.
Together they need to develop the necessary software 
tools to make the data accessible, to control and opti-
mally distribute the often complex workflows, and to 
visualize the results. On the one hand, such solutions 
have to be developed for standard analysis situations 
such as strictly predefined procedures of data pro-
cessing, while, on the other hand, individual, unpre-
dictable workflows driven by new ideas of individual 
scientists have to be made possible and realized.

Responsibilities: Concrete tasks include the strategic 
development, deployment and maintenance of soft-
ware supporting access to and efficient usage of the 
computing infrastructure. This includes tools for data 
access and data management. Furthermore, these 
tools must support processing of complex workflows 
operating on the data. Account must be taken of 
domain-specific software libraries. State-of-the-art 
tools like virtualization and container technologies 
should be applied where possible to avoid unneces-
sary dependencies on operating systems or computer 
architectures. This includes support of modern cloud 
technologies, which offer the possibility to extend the 
range of usable infrastructures towards cloud instal-
lations at research institutions or commercial cloud 
providers. Methods for managing scientific workflows 
and scheduling them for execution on the resulting 
heterogeneous infrastructures in the best-possible 
manner must also be developed. Communication 
between these scientists and their exchange of experi-
ence is vital and will be fostered by the activities of the 
umbrella partnership organization described below.

Scientific headcount: Personnel is required for 
development work, for the support of community-spe-
cific services, and for dedicated community support. 
The availability of domain experts working in close 
collaboration with the resource providers is of utmost 
importance to harness the potential of rapidly devel-
oping computer architectures and infrastructures. 

To set the scale for additional investments in person-
nel, the extensive experience from the operation of the 
German contributions to the Worldwide LHC Com-
puting Grid may be helpful. For computing resources 
integrated in the central workflow systems (Tier 1 and 
Tier 2 sites), there are presently 20 scientist positions 
dedicated to the development and operation of exper-
iment-specific services and user support. Recently, 
additional funding for five scientist positions has been 
granted for the development of innovative digital tech-
nologies to enable scientists to efficiently access and 
use heterogeneous computing resources. 

As the complexity of the computing landscape, the 
amount of resources, and the number of services 
and communities to be supported by large federated 
centers will increase, dedicated  personnel is needed 
in this area in the future. For the research areas had-
rons and nuclei, astroparticle physics and astrophys-
ics, the situation is comparable to particle physics. An 
even greater number of positions may be required to 
support the large and diverse condensed matter com-
munity. Usage of common infrastructures and tools is 
expected to lead to synergies, and we therefore recom-
mend the allocation of 100 new scientist positions for 
all ErUM communities to ensure the operation of com-
munity-specific services, the seamless integration of 
community-specific data processing into the workflow 
management systems, as well as domain-specific user 
support for the efficient exploitation of resources at 
large federated infrastructures. As these are sustained 
tasks, the new positions should ideally have a long-
term perspective.

5.3 Comprehensive management of 
research data

We propose to support the ErUM communities with the 
creation of dedicated data scientist and data steward 
positions to foster the cross-community and cross-dis-
ciplinary exploitation of data through adequate data 
curation and management.

Challenges: Comprehensive management of research 
data for a multitude of applications in the data life cycle 
(Fig. 2) constitutes a major challenge. Over the past 
decades, the awareness for measurement data from the 
numerous facilities has increased considerably. This is 
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due to the successful processing of large amounts of 
data with modern methods of Big Data Analytics, in 
which new, valuable information could be extracted 
from the data itself. In addition, by combining data 
from different detectors, e.g., in astronomy or ast-
roparticle physics or neutron and synchrotron radia-
tion etc., new knowledge emerges. 

While the different communities deal with very differ-
ent issues, they all share common challenges con-
cerning their data management processes.  To analyze 
the common facts and to attempt similar possible 
developments will be a major challenge within the 
cross-community commutation. Furthermore, today’s 
experiments are so expensive that repeating them at 
a later time appears unrealistic. Hence, the creation of 
data repository platforms will be an essential element.

Sustainable data management procedures for exper-
imental data and simulated data are thus indispen-
sable for long-term success. This applies to the data 
itself, the data structures and metadata, long-term 
data storage, data access and iteratively the further 
data processing as well as data storage and access. 
All these data will be on distributed, common sci-
ence data infrastructures which are connected by fast 
networks.

Responsibilities: The scientists will be responsible 
for reliably and comprehensibly compiling the various 
levels of data, from raw data to calibrated data to very 
elaborate data and reconstructions. The majority of 
the work will lie in the development and production 
of qualified data infrastructure software with which 
data processing can be carried out in a transparent 
procedure taking into account the FAIR data basic 
principles. 

To be able to use the data for cross-experiment data 
analyses, these scientists will coordinate their work in 
committees to design the data of the research field. 
Here, the partnership umbrella organization described 
below will play an important role in the exchange of 
experience. The tasks to be solved by these scientists 
also include the elaboration and design of suitable 
and uniform data policies on access rights and embar-
go periods. In addition, they will advise and support 
other scientists in all aspects of the use regarding the 
research data. 

Scientific headcount: In view of the many very dif-
ferent experiments in the ErUM programme and the 
complexity of each of these experiments, a signifi-
cant increase in personnel will be required for this 
new level of research data management. Using the 
examples of the international large-scale particle 
physics experiments, as well as the large experiments 
on hadrons and nuclei, we expect a minimum of two 
scientists per experiment to cover the German partic-
ipation for these tasks. Similarly, to be able to handle 
the ten largest experiments for astrophysical all-sky 
observations with all messengers4 at all energies, a 
minimum of 20 scientists is anticipated. The synchro-
tron and neutron communities perform thousands of 
individual experiments each year, resulting in a high 
demand for data management and data curation. 
Cross-correlations between and the combination of 
the different experimental data-sets are necessary. 
Here, a well-balanced measure of support at the indi-
vidual research centers and universities has to be kept 
in mind. Moreover, evaluating common challenges 
of the different communities to benefit from common 
solutions, and without naming all areas of the ErUM 
programme in detail here, we estimate that this new 
area of tasks will require 100 new scientist positions in 
the years to come. Due to the long-term nature of the 
responsibilities, these positions should ideally have 
long-term perspectives.

5.4 Modern Big Data Analytics in  
fundamental research

We propose the creation of positions for ErUM scien-
tists with in-depth Big Data Analytics skills to estab-
lish modern analysis methods in the fundamental 
research teams.

Challenges: At all universities and research centers in 
Germany there are many established ErUM research 
groups with very different scientific questions and 
participation in numerous, very different experiments. 
In all these groups, new opportunities are currently 
arising due to the large amounts of data provided by 
the current and future generation of large research 
facilities.

4 Observations include: NIR/optical, sub-mm and radio, X-rays, gam-
ma rays, cosmic rays, neutrinos, and gravitational waves.
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With the advent of Big Data Analytics, a new chapter 
has been opened in which measurement data can be 
exploited to a new depth, making far-reaching exper-
imental successes more likely. Thus, investments in 
the construction and operation of experiments will 
be used even more effectively. Algorithms are the 
language with which scientific data questions are 
formulated. The development of a new algorithm is 
thus a scientific achievement that can lead to ground-
breaking discoveries.

The expected improvement potential through Big Data 
Analytics has many themes, e.g. real-time decisions 
on the usability of data and thus storage for subse-
quent evaluations. Further examples are ultra-fast in-
itial data evaluations during data acquisition in order 
to make decisions about the immediately following 
measurement program. Furthermore, it concerns in-
depth evaluations of the measurement data after data 
acquisition, simulations, and theoretical calculations, 
leading to journal publications with a higher scientific 
value.

Integration of modern Big Data Analytics into research 
on a very broad scale is essential for keeping Germa-
ny’s competitive pace of progress. To be able to use 
Big Data Analytics in the ErUM groups at a level that 
enables substantial improvements in the outcomes, 
scientists are needed who have both the domain 
knowledge about experiments and in-depth knowl-
edge of Big Data Analytics.

Responsibilities: The task of these scientists will be 
to transfer the expertise in Big Data Analytics into the 
experiments and to implement the corresponding 
evaluation programs according to the respective sci-
entific questions. This implementation also includes 
research on the methods themselves in order to 
ensure scientific reproducibility, uncover causes for 
predictions in the use of machine learning techniques, 
and verify the stability of the methods. Communica-
tion between these scientists, mathematicians, and 
computer scientists and the exchange of experience in 
the application of the methods will be of key impor-
tance and will be strengthened by the measures of a 
partnership umbrella organization detailed below.

Scientific headcount: Due to the wide range of exper-
iments in the various disciplines and their specific 

requirements, an expansion of personnel for Big Data 
Analytics is indispensable. The qualification of these 
scientists requires a combination of both in-depth do-
main knowledge and expertise in Big Data Analytics. 
While some synergies can and should be exploited, 
the required combination of qualifications to answer 
a specific scientific question is often only available in 
very few or even single groups. ErUM research groups 
are located at the 50 large universities and at the 
research centers in Germany. For a sustainable and 
coherent measure we recommend establishing at least 
200 new scientific positions, ideally with a long-term 
perspective. These positions will strengthen all user 
communities in ErUM disciplines including physics, 
chemistry, biology, medicine, earth science and 
possibly more. Their expertise in both their scientific 
domain discipline and in data science, together with 
strong ties to the respective scientific fields, provide 
an ideal background for advancing new data analysis 
methods. They can also provide a link to scientists 
from industry who strive to apply Big Data Analytics at 
large research facilities to solve specific problems.

5.5 Scientists’ integrated web working 
environment

We propose the development of a scientist-oriented 
web system that offers the full functionality of modern 
scientific working with globally distributed collabora-
tors, resources and research data. The system should 
provide the comfortable look and feel of a local work-
ing environment.

Challenges: Scientists should be able to concentrate 
fully on answering their scientific questions and there-
fore need comprehensive technical support. Tech-
nology must simplify the scientific process without 
restricting it, i.e. the creativity and feasibility of new 
ideas should be supported to the maximum. 

Scientists in ErUM need a working environment in 
which they can access research data and proven 
algorithms, develop and eventually include their own 
new algorithms, and apply these tools to perform 
data analyses on scientific data. A similarity to search 
engines such as Google is noticeable, but the decisive 
differences are that scientists need to extract novel 
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information from their own or archival data. In order to 
do so, they need to develop new algorithms for data 
processing or modify and adapt existing algorithms 
such that they comply with their research questions.

Modern scientific work requires many more advanced 
functionalities in such environments. Examples are 
software portals, code management systems, team 
instruments for the continuous development of soft-
ware projects, design systems for the creation and 
execution of highly complex data analyses, methods 
of analysis preservation, as well as integrated access 
to metadata systems and data portals. Also, a com-
prehensive communication system for collaborative 
work is needed which enables all levels of information 
exchange, reaching from a meeting of a handful of 
scientists to mastering conferences with the exchange 
between several hundred scientists.

For several years now, prototype infrastructures have 

been built for scientists’ web access to research 
data, computing resources for processing them, and 
development options for individual algorithms that 
are suitable for answering the respective scientific 
questions5.

The development of a large-scale service with ten-
tative labeling Scioogle (Fig. 3) serving scientists of 
various disciplines in Germany is vital and should be 
realized through the cooperation of various disciplines 
(ErUM scientists, computer scientists, infrastructure-
providers). In the portfolio of recommended meas-
ures presented here, Scioogle is tightly connected to 
successful developments in all measures detailed in 
the previous sections, namely data management, uti-
lization of the federated infrastructures for mastering 
highly complex workflows, etc. It will be hosted in the 
federated infrastructure described above. 

Scioogle is in accordance with the ideas of EOSC and 
is expected to expand in the scientific field in the 
international context where Germany should take a 
leading role. The networked access will enable numer-
ous new analyses and the formation of new ideas in 
ErUM. Furthermore, it can be used by numerous other 
disciplines to realize their data analyses and also 
to enable the interested public to participate in Big 
Data Analytics. Its openness can also be valued as a 
contribution to transparent sciences which resonate 
across society. 

Responsibilities: In order to build and maintain a web 
working environment for scientists, experienced scien-
tists with substantial knowledge of infrastructures and 
in the requirements of scientific work with research 
data are needed. The cooperative task of experts from 
the various disciplines (ErUM scientists, computer 
scientists, infrastructure providers) is to build the user 
functionalities of the web working environment with 
which, firstly, users can find the research data they are 
interested in. Secondly, a marketplace for algorithms 
is to be developed so that users can run proven algo-
rithms on data for their questions, continue to develop 
and enter their own, better algorithms, and make 
proven algorithms available on the marketplace. Third-
ly, comprehensive integration of all functionalities 

5 The VISPA project, https://vispa.physik.rwth-aachen.de; The SWAN 
project, https://swan.cern.ch; Belle II project, https://stash.desy.de/
projects/B2T/repos/b2-starterkit 

Figure 3: Web working environment with tentative labeling Scioogle 
enabling scientists to answer their scientific questions by accessing 
research data, developing and applying Big Data Analytic Tools, 
having the computing power available for data processing, and 
visualizing the results.
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regarding modern scientific work from the develop-
ment of software projects, code management systems, 
design and creation systems of data analyses with 
integrated workflow management, analysis preserva-
tion, software portals, and communication systems is 
needed for collaborative work. Finally, a strong user 
support team needs to be established. 

Scientific headcount: The number of scientists 
required to transcend prototype facilities and reach 
a production environment that is accepted and used 
by 8,400 scientists and their students is not easy to 
estimate. In view of the multiple areas of responsi-
bilities from integrating research data, a marketplace 
for algorithms and many further work management 
systems all the way to a broad communication system 
including user support, we recommend that 50-100 
scientists from different disciplines be assigned to set 
up and operate a comprehensive web environment 
that will accelerate ErUM science in Germany. As these 
are sustained responsibilities, these new positions 
should ideally provide a long-term perspective.

5.6 Tenure-Track programme:  
knowledge in digitization

Education and training in methods of modern dig-
itization play a decisive role in implementing the 
necessary far-reaching advancements in the German 
research landscape. We propose a Tenure-Track pro-
gramme for scientific leaders with special expertise 
in the areas of computing models, data models and 
algorithm development.

Challenges: In communicating the basics of science 
education, universities are the portal for spreading 
knowledge about modern digitization. Together, 
universities and research centers establish training of 
scientific knowledge, and constitute the source from 
which the vast majority of young scientists, company 
founders and highly qualified company employees 
emerge. The measures proposed here will thus have a 
broad and large-scale impact. 

The success of modern experimental research relies 
on both excellent measurement technology and clev-
erly designed advanced computing and data models. 

Traditionally, leading scientist positions in experimen-
tal ErUM science have been awarded to scientists with 
knowledge in the development of detectors and the 
analysis of experimental data. Both universities and 
research centers lack a correspondingly strong group 
of scientific leaders who perform frontier research in 
the areas of algorithm development, computing and 
data models for their scientific data analyses in ErUM 
(Fig. 4). Their goal will be to accelerate scientific pro-
gress through improved algorithms and better exploita-
tion of data.

In this context, it should be noted that education and 
training in modern digitization methods in ErUM differ 
from currently upcoming programmes in data sciences. 
In ErUM, teaching in modern digitization is directly 
related to research applications and is regarded as 
a necessary expertise in addition to ErUM domain 
knowledge to successfully advance research in our 
field.

The initiation of such scientific leaders through the 
usual path of positions arising from retirements would 
take decades and would severely risk Germany falling 
behind. Instead, establishing new leadership through 
a large-scale Tenure-Track programme would flank 
the experimental programs with the urgently needed 
data-oriented research on a much shorter time scale. 

Figure 4: Tenure-Track programme for new scientific leaders focusing 
on frontier ErUM research related to algorithm development, comput-
ing and data models, thereby complementing the experimental and 
theoretical research in ErUM. Their responsibilities include modern-
izing curricula in science education and spreading knowledge about 
current digitization methods.
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Universities and research centers can receive funding 
for a scientific leadership position with the endow-
ment of a scientist position for a period of six years if 
they ensure the structural prerequisites for continuing 
as a permanent leader. The programme should be 
open to all ErUM disciplines including physics, chem-
istry, biology, medicine, earth science and possibly 
more. 

Outstandingly qualified young scientists are already 
available for such a tenure-track programme today. In 
the past, these individuals often left the university/re-
search sector because of a lack of opportunities within 
the more traditional science programs at universities 
and better offers in industry. Sustainability of the 
digital research sector shall be ensured by introducing 
a digital pillar with new career paths in fundamental 
sciences. With this, research in the field of ErUM will 
be accelerated and subject-specific teaching about 
the new possibilities of digitization will be secured.

Responsibilities: The new scientific leaders will take 
responsibility in conducting frontier research in the 
areas of computing and data models and algorithm 
development, complementing the experimental and 
theoretical research in ErUM. Beyond their research 
they will modernize the curricula of natural sciences 
education in data-driven methods and teach corre-
spondingly. On the one hand, this would support 
young scientists in improving their training in the 
methods of Data Analytics, computing and data mod-
els; on the other hand, the knowledge and skills of 
these students would diffuse into practically all groups 

of institutes as part of their final theses. Thus, the 
Tenure-Track programme will advance data-driven re-
search and at the same time be a catalyst to distribute 
and deepen knowledge in digitization through ErUM.

Scientific headcount: In order to achieve such a 
structural change through the approximately 50 large 
universities and research centers nationwide and the 
various departments of basic research on the universe 
and matter, we propose a correspondingly extensive 
and broadly diversified Tenure-Track programme with 
100 scientific leadership positions, each supported by 
one research assistant.

5.7 Partnership for Innovative  
Digitization

We propose the establishment of a self-organized 
structure that will integrate scientists from the various 
disciplines associated with ErUM. This will accelerate 
scientific progress through the transfer of knowledge 
on modern digital methods and their applications to 
very different research questions.

Opportunities and challenges: The communities in 
ErUM work on very different scientific questions, but 
are facing similar problems regarding modern digitiza-
tion. Challenges and opportunities lie close together. 
Only the ErUM scientists themselves can define and 
develop ideas on how they can all be brought togeth-
er into a fruitful and efficient exchange. A minimum 

Figure 5: The Partnership for Innovative Digitization in ErUM constitutes the strategic measure across all common activities and interests of the 
participating scientists. It is based on self-organization and comprises the areas of federal infrastructures, the various activities for enabling 
modern digital methods, and the joint actions for preserving and transferring acquired knowledge.
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measure is to offer a basic structure through which 
scientists can learn from each other, exchange their 
problems and discuss the transferability of solutions. 
This basic structure will generate a new and strong 
network for responding to the challenges of modern 
digitization.

Many scientists have already had very good experi-
ences with the so-called ‘Forschungsschwerpunkte’ 
initiated by the BMBF and the ‘Alliances’ initiated by 
the Helmholtz Association. This BMBF workshop also 
brought together scientists who would otherwise prob-
ably not have communicated with one another. In the 
past, the self-structured development of communities 
with similar research interests has greatly favored 
scientific progress. In simple terms, in many cases 
competitors became fellow scientists and the overlap 
between the research interests of individual scien-
tists who had not met yet led to exchanges and joint 
initiatives.

Community-building measure: In Fig. 5 we show the 
envisaged structure of the Partnership for Innovative 
Digitization. The different pillars of the partnership 
are closely linked. Data storage hardware is closely 
related to infrastructure services, i.e. programs that 
provide optimal access to storage capacity for re-
search data. This is also linked to the initiatives in the 
area of improved research data management. Further-
more, computer architectures are to be purchased in 
close coordination with the requirements of Big Data 
Analytics and made efficiently usable by suitable pro-
grams. The training of young scientists is to be carried 
out by the experts.

Strategic measures: The partnership opens up a plat-
form to kick start the communication and cooperation 
within and between the communities. We envision 
an approach which identifies the needs, proposes 
concepts and overcomes challenges in the field of Big 
Data. Performing series of educational workshops by 
specialists bridges gaps of knowledge between experi-
enced and less skilled communities on the one hand 
and optimally opens a new perspective on the other 
hand. Bringing together different communities with 
similar needs within the partnership can be a nucleus 
to carve out possible common ground and develop 
effectively cooperating working groups. The sharing of 
knowledge from existing initiatives (e.g. projects with-

in the EU data research projects - Horizon2020) can 
be a common nucleus to define the working groups for 
future data research and synergetic participation in 
broader initiatives like EOSC and NFDI. The education-
al aspect can lead to a multiplication of competences 
and, at best, to the qualification of data specialists.

Relation to mathematics and computer science: 
Cooperations to understand research data through 
mathematical modeling exist in several areas of ErUM 
research. Beyond this, current developments in com-
puter science and mathematics are of key importance 
for the further development of Big Data Analytics in 
ErUM research. Many concepts developed in computer 
science were transferred to ErUM research questions 
in a timely manner. Developments in the field of deep 
neural networks are particularly recent examples 
and are highly variable due to the millions of adjust-
able parameters for the description of very complex 
systems and processes. Newly developed concepts of 
hybrid architectures of interacting networks offer as 
yet unfeasible new possibilities, e.g. for simulations 
of experiments or for refining simulations based on 
research data. 

All of these new research directions need mathemati-
cal foundations to prove the functionality and stability 
of the new methods from fundamental principles. 
This concerns questions of representation, learning 
algorithms, generalization, and explainability, which 
concern a wide range of disciplines from applied 
harmonic analysis to differential geometry all the way 
to learning theory and optimization. Thus, to ensure a 
successful implementation of modern methods of Big 
Data Analytics, cooperation between ErUM scientists 
and scientists from computer science and mathemat-
ics is of utmost importance. The umbrella organization 
will be an ideal breeding ground for the collaboration 
and continuous exchange between scientists from the 
different fields.

Relation to industry: The partnership also provides an 
ideal hub for connections to industry. In particular, it 
can bring together the right partners from the private 
sector and the ErUM communities for joint research 
projects in the area of Big and Smart Data. There are 
a few examples of such joint research projects. For 
example, via the CERN Openlab, scientists are given 
access to new developments in industry, and the 
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companies benefit from the close collaboration with 
early adopters. Thanks to the contributions of students 
participating in the Google Summer of Code, several 
innovations and improvements are available to re-
searchers and companies as open source. While these 
examples show the potential that such collaborations 
offer, they are often limited to one community.

Furthermore, the partnership could enhance the 
transfer of technology via the support of spin-offs. A 
good example of a successful spin-off is Blue Yonder. 
Founded by a physicist, it applied Big Data Analytics 
methods developed for science to problems in industry 
and became the market leader for supply chain man-
agement. Industry is also an important user of synchro-
tron large-scale facilities in Germany. Bringing together 
industrial scientists and scientists with Big Data knowl-
edge and expertise will enhance the optimum usage of 
facilities for industry and facilitate the exchange at this 
important interface between industry and science.

Dynamic funding: Especially in the field of digitization 
there are a multitude of ideas for the realization and 
implementation of the new possibilities. Here, we 
recommend equipping the self-organized partnership 
for the optional allocation of dynamic funding, which 
fosters promising approaches for a given development 
time in which prototypes can be developed and eval-
uated. Only then should a joint solution strategy be 
developed, funded and implemented by the participat-
ing scientists.

Cost model: We estimate the partnership’s annu-
al budget for innovative digitization as 3 M€. This 
includes the salaries of postdoctoral researchers 
in the various ErUM research fields to initiate and 
organize all the common activities, and of secretaries 
supporting them. It also includes financial support to 
enable workshops, schools and the dynamic funding 
of pioneering work. One particular example of such a 
workshop planned in this framework could be Rapid 
Reaction meetings, organized to bring together a 
group of about 15 to 20 world-leading experts in order 
to address and clarify a specific problem. Such a 
meeting could result in a recommendation of a rapid 
start-up funding of an urgent measure. 

5.8 Cost estimates

In this section, we summarize the expected costs for 
the portfolio of actions in the field of ErUM research. 
We would like to emphasize once again that all meas-
ures build on an already functioning scientific environ-
ment provided by the many stakeholders in ErUM. The 
portfolio of measures to address the new challenges of 
the digital era will have to be implemented beyond all 
existing resources. 

Overall, the majority of the recommended funding 
measures are needed to employ ErUM scientists who 
will drive progress in data models, compute models and 
Big Data Analytics, and who will broadly distribute the 

Figure 6: Recommended development of new scientist positions over 10 years as full time equivalents (FTE) for 1) Integration of workflows to ex-
ploit infrastructures (section 5.2), 2) Comprehensive management of research data (section 5.3), 3) Modern Big Data Analytics in physics research 
(section 5.4), 4) Scientists’ integrated web working environment (section 5.5), 5) Tenure-Track programme: knowledge in digitization (section 
5.6). The right column shows the conversion key from FTE to € used below.

Full Time Equivalents MEuro/y

/position 2020 21 22 23 24 25 26 27 28 29

 in 2020

1. Workflows to exploit infrastructures 100 0.072

2. Management of research data 100 0.072

3. Big Data Analytics in physics research 200 0.072

4. Scientist's web working environment 100 0.072

5. Tenure track ErUM programme + 1 RA* 100 0.158

Total FTE 600

*RA=Research Associate
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knowledge needed to cope with the digital evolution 
within the German society. The table in Fig. 6 shows 
the recommended growth for the five task fields in 
which the number of scientific positions is to gradually 
increase over several years to the level of the estimated 
personnel requirements as outlined in the previous 
sections 5.2-5.6. The number of positions required is 
expressed in units of full-time equivalents.

Depending on the task, we foresee medium term (5-
10 years) or permanent positions in order to achieve 
sustainability in the measures taken. Measured against 
the 8,400 scientists in ErUM’s field of research, the 
growth presented in the table corresponds to an aver-
age annual personnel increase of 0.7% in relation to 
the ErUM scientists.

In the cost estimates presented in Fig. 7 we convert the 
FTE figures into units of million Euro (M€) using the 
conversion factors shown in the right column of the 
table in Fig. 6. For the Tenure-Track programme, for the 
year 2020 for the Tenure-Track position we estimate 
0.0858 M€ per year plus 0.072 M€ for a research as-
sistant assigned to the leading scientist. We also take 
into account an inflation compensation of 3% for all 
positions. For the hardware of the federated infrastruc-
tures we envisage a growth over 5 years, so that in the 
mid-2020s the projected additional annual needs of 

30 M€ will be reached on the basis of the cost model 
described in section 5.1. The measures mentioned here 
exclusively comprise the necessary additional comput-
ing power and storage for handling research data and 
the operating costs to run this additional hardware.

The table in Figure 7 outlines the recommended course 
of funding over time. Thus, these infrastructures will 
be available on time for the start of the operation of 
experimental facilities with very high data rates and 
will at the same time supply the broad spectrum of the 
experimental programme in ErUM.

The table in Figure 7 also shows the costs of the com-
munity-building measures for the Partnership for Inno-
vative Digitization for which we recommend 3 M€ per 
year, which includes personnel for the organization, 
funding for workshops and schools, as well as dynamic 
funding for pioneering research (section 5.7). 

In total, the programme will grow from 26 M€ to 86 M€ 
in the first five years. We would like to again emphasize 
that the broad positioning of our recommended meas-
ures lies in the successful tradition of Germany:

Excellent educational opportunities for our society will 
ensure that both science and the economy will continue 
to develop in a healthy and successful way.

Figure 7: Cost estimate of the recommended measures for the ErUM Data Programme over 10 years. The table shows separately the costs for sci-
entific positions according to Fig. 6, for hardware investments for the federated infrastructures (section 5.1) and for the Partnership for Innovative 
Digitization (section 5.7).

Cost estimate of recommended measures Meuro
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Description of the Committees 

Komitee für Astroteilchenphysik (KAT)
Astroparticle physics combines our knowledge of 
the largest structures in the universe with that of the 
smallest building blocks of matter and the forces 
between them. It is a fascinating field of science that 
lives at the interfaces of astronomy, astrophysics, 
cosmology, elementary particle physics and nuclear 
physics. Activities in this young research field have 
increased dramatically in the last two decades. Ast-
roparticle physics has become independent and has 
developed its own profile in many countries world-
wide. The Committee for Astroparticle Physics (KAT) 
represents German physicists working in the field of 
astroparticle physics at German universities, Helm-
holtz Centers and Max-Planck Institutes. The aim of 
KAT is to bring together the different research direc-
tions, discuss current developments and represent 
the interests of the scientific community. KAT seeks 
close contact with the community of German astropar-
ticle physicists with the aim of achieving the greatest 
possible consensus while at the same time including 
strategic aspects. KAT represents the common goals 
and interests of the global community.

Astroparticle physics is characterized by its globally 
distributed and diverse infrastructures. Information is 
obtained in particular by linking the data of different 

experiments (Multi-Messenger Astroparticle Physics), 
in which the digitalization of the research field plays 
an important role. The infrastructures currently funded 
by ErUM-pro are the Gamma-ray Astronomy Obser-
vatory CTA, the Cosmic Ray experiment Pierre Auger 
Observatory, the Neutrino Observatory IceCube, the 
Dark Matter Experiments CRESST, XENON, the neutrino 
mass experiment KATRIN, and the Double Beta Decay 
Experiment GERDA.
 
Komitee für Elementarteilchenphysik (KET)
The Committee for Elementary Particle Physics (KET) is 
the elected body representing 1300 particle physicists 
with a PhD degree from more than 20 universities, 
at the European research center CERN, at the Helm-
holtz Centre DESY, at two Max Planck institutes and 
at non-European particle research centers. In close 
collaboration with the particle physics community, KET 
formulates common goals and interests. Topics cov-
ered include support for young scientists and outreach 
to the public. KET moderates discussions about the 
future strategy of particle physics with German funding 
agencies and represents the German community on 
the international level. Particle physics research is 
characterized by its large international research facil-
ities like CERN in Geneva, Switzerland, or KEK in Japan.
The actual flagship projects are the experiments 
ATLAS, CMS and LHCb at the Large Hadron Collider 
(LHHC) at CERN and Belle II at KEKB accelerator in Ja-
pan. The experiments address fundamental questions 

Figure 8: The total number of scientists with a doctoral degree working on research within the Universe and Matter programme ErUM is approx. 8,400.

Appendix A Committees of research within the 
ErUM Programme
Committee for Scientists

with doctoral

degree

Forschung mit Synchrotronstrahlung KFS 2,300

Rat Deutscher Sternwarten RDS 1,500

Hadronen- und Kernphysik KHuK 1,500

Elementarteilchenphysik KET 1,300

Forschung mit Neutronen KFN 1,000

Astroteilchenphysik KAT 500

Beschleunigerphysik KfB 200

Forschung mit nuklearen Sonden und Ionenstrahlen KFSI 100

Total number of scientists with doctoral degree 8,400
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concerning the smallest constituents of matter and 
their interactions under conditions similar to those 
at the beginning of the Universe. Answers to such 
questions provide important input to cosmology in its 
search for a consistent description of the origin and 
development of the Universe.

Experiments in particle physics are among the most 
data-intense endeavors of mankind. The particle 
physics community operates the largest distributed 
science grid (the Worldwide LHC Computing Grid, 
WLCG) with contributions from 170 computer centers in 
42 countries, providing in total one million computer 
cores and one thousand petabytes of storage space. 
The well-defined roadmap for future developments 
of accelerator performance and novel, more precise 
detector components will lead to an annual increase 
of data rates by one order of magnitude in the next 
decade.

Komitee für Beschleunigerphysik (KfB)
Particle accelerators play a prominent role in the 
investigation of elementary particles, hadrons and 
nuclei, in the investigation of condensed matter with 
photons, neutrons and charged particles as well as in 
other areas of science, technology and medicine. In 
addition to the construction and operation of particle 
accelerators, accelerator physicists are dedicated to 
the further development of accelerator systems and 
the development of new concepts and basic technol-
ogies.

The KfB represents accelerator physicists at German 
universities, at Helmholtz centers, at other German 
research institutes or at foreign institutes with German 
participation.  It fosters contact within the community 
through the organization of regular meetings or work-
shops and promotes the training and education of 
young scientists. The interconnected R&D activities of 
the involved institutes and accelerator laboratories re-
quire a common strategy process which the KfB drives 
forward in coordination with the user communities, 
e.g. elementary particle physics or photon science. 
 
The design, operation and optimization of modern 
accelerators, based on either RF or novel technologies, 
relies increasingly on the availability of high-through-
put and high-performance computing. Examples 
are feedback loops or full start-to-end simulations 

to increase machine performance. High-end beam 
diagnostic devices with high data-rate data acquisi-
tion or large-scale plasma simulations trigger the need 
for advanced analysis tools and common standards 
across facilities.

Komitee für Forschung mit Neutronen (KFN)
The Committee Research with Neutrons (KFN) rep-
resents the interests of the German neutron user 
community to politics and to neutron facilities. The 
members of the KFN are elected by around 1700 regis-
tered regular neutron users (1000 PhD) that are active 
at Universities (about two thirds), at public research 
institutes (Helmholtz, Leibniz, Max Planck, Fraunhofer 
and other societies) or at industrial societies. Repre-
sentatives of the research facilities and the project 
management are guests in the KFN to facilitate the 
direct dialogue. The scientific interests of the neutron 
community are wide-spread covering amongst others 
physics, chemistry, biology, geoscience, medicine, 
electro-mechanical engineering and cultural heritage 
science. Consequently, the instrumentation required 
to meet this variety of scientific problems is also wide-
spread. Neutron experiments are irreplaceable in all 
these scientific fields but construction and operation 
of neutron sources require large societal efforts that 
scientists must compensate with substantial results. 
It is the central role of the KFN to shape this necessary 
dialogue between the neutron user community and 
the society. 

The KFN is active in the European User Association 
ENSA and in the KEKM (Commission Condensed Matter 
Re-search at Large Scale Facilities) and it is regularly 
consulted in any questions concerning research with 
neutrons. The KFN publishes strategic recommenda-
tions as brochures, see documents. Contact persons 
are in charge of different aspects, and users find 
information on the activities of the committee on the 
website and by email newsletters.

Neutron sources (national, European): FRMII@Heinz 
Maier-Leibnitz Zentrum (Garching, Germany), BerII@
HZB until 2020 (Berlin, Germany), Institute Laue- 
Langevin (Grenoble, France); European Spallation 
Source (ESS) from 2023, Lund (Sweden).
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Komitee für Forschung mit Synchrotronstrahlung 
(KFS)
The Research with Synchrotron Radiation committee 
(KFS) is an elected body representing the interests 
of synchrotron radiation users (including X-FELs) in 
Germany in politics and research centers. It represents 
approximately  4000 users of synchrotron radiation 
from universities, non-university organization and 
research centers. Representatives of the research 
centers and the project sponsor (DESY PT) are repre-
sented as guests in the KFS. Information is gathered 
at periodic meetings in which strategic discussions 
are held and the activities of the KFS are planned. The 
KFS is represented in the European User Organization 
(ESUO) and is also regularly consulted in various con-
texts of research with synchrotron radiation. The KFS 
publishes strategic recommendations in brochures 
and documents. Users can direct their questions at 
contact persons in charge of various ministries, and 
they will find up-to-date information on the activities 
of the KFS on the website, e.g. in circulars and proto-
cols. 

Synchrotron and X-ray free electron laser sources: 
BESSYII - HZB (Berlin), PETRA III - DESY (Hamburg), 
European Synchrotron Radiation Facility (Grenoble), 
FLASH - DESY (Hamburg), European XFEL (Schenefeld)

Komitee Forschung mit nuklearen Sonden und 
Ionenstrahlen (KFSI)
The Research Committee on Nuclear Probes and Ion 
Beams (KFSI) is an elected body representing the 
interests of charged particle, i.e. high energy ions and 
positron beam users in the field of solid state physics, 
material sciences and interdisciplinary research in 
Germany vis-a-vis politics and the centers. The direct 
dialogue is facilitated by the presence of represen- 
tatives of the research centers and the promoter as 
guests in the KFSI. The aim of the meetings is to gather 
information, engage in strategic discussions and plan 
the work of the KFSI. It supports research in particular 
at the high-energy ion beam research centers of Helm-
holtz organization GSI (Darmstadt) and Dresden Ros-
sendorf (HZDR), the radioactive beam facility ISOLDE 
and the slow positron beams at the Munich neutron 
induced positron source NEPOMUC at FRM II.

Komitee für Hadronen- und Kernphysik (KHuK)
The national committee on the physics of hadrons 
and nuclei (‘Komitee Hadronen und Kerne’, KHuK) was 
founded by the Ministry for Education and Research 
(BMBF) as an advisory board for the ministry and a 
lobby for the German hadron and nuclear physics 
community. Nine elected KHuK-members represent dif-
ferent research directions including two members for 
theory. They are supported by four ex-officio members 
who represent other important national and interna-
tional program committees, e.g. for BMBF funding, 
DFG funding, DPG, NuPECC and ESF. KHuK discusses 
and reports the status quo and future perspectives 
of hadron and nuclear physics on the national and 
international level. Based on this, the committee 
formulates recommendations for the development 
and strengthening of the field and the community. 
These recommendations serve as input to European 
strategy processes, for example, the last NuPECC Long 
Range Plan (LRP) from 2017 and the European Strat-
egy Process in Particle Physics (EPPS) in 2018. The 
committee represents more than 1500 scientists with 
a PhD degree from German universities and research 
institutions.
 
Rat Deutscher Sternwarten (RDS)
The Council of German Observatories (Rat deutscher 
Sternwarten, or RDS for short)  represents the common 
interests of all German astronomical research insti-
tutions and their scientists vis-a-vis funding bodies, 
governments, international organizations and other 
relevant boards and committees. The RDS provides 
professional consultation to state institutions and 
other decision makers. The RDS represents the Ger-
man astronomical community within the International 
Astronomical Union (IAU). It also reviews applications 
from German astronomers and astronomy enthusiasts 
applying for individual IAU membership. The RDS nom-
inates representatives for  national and international 
committees in the area of astronomy and astrophysics. 
The RDS issues research strategy papers and partici-
pates in the development of European astronomy with-
in the ASTRONET initiative. The RDS elects an Execu-
tive Committee from the representatives of its member 
institutions. The Executive Committee advises and 
supports the chair on questions relating to research 
policy and research strategy, and can endorse formal 
statements at short notice. The RDS currently has 40 
institutional members.
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Bussmann Michael Helmholtz-Zentrum Dresden-Rossendorf e. V. 

Conrad Tim Freie Universität Berlin

de la Mar Jurry T-Systems International GmbH

Desch Klaus Rheinische Friedrich-Wilhelms-Universität Bonn

Dettmar Ralf-Jürgen Ruhr-Universität Bochum
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Giubellino Paolo GSI Helmholtzzentrum für Schwerionenforschung GmbH
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Gutt Christian Universität Siegen
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Helbing Klaus Bergische Universität Wuppertal

Hinton James Anthony Max-Planck-Institut für Kernphysik
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Hradil Klaudia Technische Universität Wien

Karalopoulos Athanasios European Commission

Karsch Frithjof Universität Bielefeld

Kisel Ivan Frankfurt Institute for Advanced Studies (FIAS)
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